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Personally, | am most confused/concerned/unhappy
with the tone and the speed of what happened rather
than with the main events/facts themselves.

a) the firing of Timnit seems to have been donsin a
"little gre=n men" sort of way:
hitps.enwikipedia. org/wiki/Litile_green_men_{Ukral
nian_erisiz) = unofficial, fast, not making much sense
so that paople don't have time 1o think and respond
properly. As far as | understand, she didn't get an e-
@ mall and there was no discussion, and the team was
. not informed as well (correct me if I'm wrong. my
information is from my memory of Twitter posts from
last year). This seems most alarming, because as
@lenhoang said it's about setting a precedent. Next
time someone wanls to discuss this, or any other
controversial iIssue at Google, it's likely they just
wouldn't even start - because they already know how
it will end - no discussion and some fast and
personal measures taken. 1t might be that this is the
outcome that was intended [conspiracy theory mode
off]... even if indeed there were mistakes/misconduct
done by the ethics team, It just does nol seam great
for a leading innovative company to respond in such
a harsh/fast manner - a series of team meetings
where some somewhat-impartial manager first
listens to all sides, and then still makes the same
decision a1 the end, would be a better option because
at least all sides would have the time to think, state
their position and respond to critictam... this is very
not in line with what | saw there - usually everything
is slow and gradual.

b) the explanation by Jeff Dean was a bit weird as
well = why would they make the accent an the paper
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i slow and gradual.

b) the explanation by Jeff Dean was a bit welrd as
well - why would they make the accent on the paper
quality? many papers are not so great, it doesn't mean
you need to fire the authors. The fact that they relled
on the (very weak from my POV) intermnal review
argument - which Is usually just a routine check -
makes them look sirange 1o the employees and the
people outside - as If they fire everyone who forgets
citations In papers, without any discussions, and this
happens every day... It is understandable that they
want to hide the real reason, I'm just super confused
@ why they chose this particular way = this way does
not make much sense and it does not look good. I'm
sure they could have come up with a much more
reasonable explanation [they are a big company and
they have the resources to craft whatever story they
want], and the fact that they didr't makes it strange.

) the general lack of response from the AIS
community seems also weird to me - for me it's clear
that the information that we have is not sufficient to
conclude with cerlainly on whether any of this was a
justified declslon, or it was an ‘evil company doing evil
things'. We know only what Google lawyears allowed
us to know, which is not much. And from the ethics
team side, we know that they claim it's all a setup, but
we dan't know the detalls (e-malls, conversarions,
previous history of what happened, ...} either. In that
case, the default response would be to generally favor
the side of the ethice team — because it's not that
hard, and It potentially brings a lot of value (in case if
it was more of the ‘'evil' case). The drawback here is
that in case if it was not really ‘'evil, people who
support the team now might be on some sort of a
blacklist later, as supporters of a ‘wrong cause’ (hold
thie | will net hark tn it laterlh Ae far az | indarstand
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c) the general lack of response from the AIS
community seems also weird to me - for me it's clear
that the information that we have is not sufficiant 10
conclude with certainty on whether any of thiswas a
justified decision, or it was an ‘evil company deing evil
things'. We know anly what Google lawyers allowed
us to know, which is not much. And from the ethics
team side, we know that they claim it's all a setup, but
wa don't know the details (e-malls, conversarions,
previous histary of what happened, ...) either. In that
case, the default response would be 1o generally favor
the side of the ethics team - because it's not that
hard, and It potentially brings a lot of value (in case if
it was more of the ‘evil' case). The drawback here is
that in case if it was not really evil, people who
support the team now might be on some sort of a
blacklist later, as supporters of a 'wrong cause' (hold
this. | will get beck to it later!). As far as | understand,
415 people say "well, it's not really our area, so why
bother'. This is not the tone of typical AlS discussions
(tha informal ones usually go somewhat quickly from
discussing concrete problems and papers and
proving theorems 10 discussing what shape bulldings
on Mars should be 1o optimize for well-being, and
how simulated creatures in the simplicity prior are
trying to rig our computations
hitps: /S www.lesswrong . com/posts/ Tr7iaviGzZpd TwT
QK/the-solomonoff-prior-is-malign - something that
wea probably will never be able to prove or disprove
empirically, or thecretically - all while AIS claims to
be related to the very practical problemn of actual Al
being actually aligned, now or in the future_. AlS is
still not & very well-defined figld. and I think if that
post is in the scope of AlS, Google Ethics stuff is as
wall). | agree with [@Konrad Seifert that people might
not want 1o engage in things they don't fully
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be related to the very practical problem of actual Al
being actually aligned, now or in the future... AlS is
still not & very well-defined field. and | think if that
post is in the scope of AlS, Google Ethics stuff is as
wall). | agree with [@Konrad Seifert that people might
nat want 10 engage in things they don't fully
understand - the question is, why aren't they asking
guestions to have this understanding... Getting back
to the 'wrong cause and a potential backfiring risks of
supporting the ethics team now - asking questions
and being confused is not necessarily supporting. So,
I'm confused that AIS researchers in general are not
@ confused about this and are generally not very

interested in what actually happened...

So, | think we should be confused about this and we
should ask for some anawers, details and
explanations on what happened and how Google will
handle these kinds of issues in the firture |, The
approach on the ethics team they took seems 1o
contradict the very nature of the guidalines on ethics
that they sat - transparency, explainability, fairmess
ete. The decisions they made were not explained, the
decision process was not transparent, and the
explanation by Jeff Dean does not seam fair .. No
maller what the ethics team did/said - the Google's,
as a provider of some sort of a public good, response,
whatever it would be, should at least comply with
their own guidelines, it not for the actual decision,
then at least for the process of making that
decision...

edited abawt 1 manth ago
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